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Abstract — Speech recognition applications are useful for enabling convenient interaction with technology, especially for the physically challenged. This project was designed to make daily tasks easier by creating a speech recognition application using IBM Bluemix (compared to CMU Sphinx’s Pocketsphinx and Windows Cortana) that connects to a web-based avatar that interfaces with a smart home. Fifty voice samples were collected to test the accuracy of IBM Bluemix. Although, IBM Bluemix was not the most accurate, it was a close second. Also, given the cloud-based flexibility compared to its competitors, it is still a top solution.
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I. Introduction
     Today, smart environments are viewed as enhancements to home automation by incorporating elements of artificial intelligence to allow for complex functionality, security and overall safety [1]. Alongside these smart environments are speech recognition software solutions, such as Siri on iOS devices and Cortana on Windows devices, that recognize the spoken dialogue and execute a command based off its programming. Speech recognition software allows for new ways to interact with physical technologies and provide more natural and simpler interactions with traditional touch interfaces that can be difficult for elderly use [2]. Successful speech recognition and natural language processing integration will make devices more user friendly for all age groups, especially for those that are visually or physically impaired. 
II. Related Works
A. Smart Environment
     Smart environment research has mainly consisted of the following four main topics: energy efficiency, comfort and entertainment, safety and security, and elderly care [1]. 
B. Speech Recogition
     Speech recognition has many commercial and open source systems that are programmed to the needs of professionals and the common user [3].
III. Approach
     The project approach is to use speech recognition software to facilitate fluent conversation between the user and the smart environment. This approach uses a cloud based solution, IBM Bluemix, which is compared to competing speech recognition software such as Microsoft Cortana and CMU Pocketsphinx. This project also uses the Node.js programming language to interact with the web based avatar (displayed in Figure 1) which will ultimately interface with an artificial intelligence system that controls the smart environment. The versatility of Bluemix allows for flexibility when implemented with a web based application due to its cloud nature.
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Figure 1. The web-based avatar
IV. Experiment

A. Methods

Kira Curry, Morgan Hood, and I, collected a total of fifty voice samples from predominantly the East coast of the United States, which was mainly composed of female voices. Each voice sample was recorded saying five common phrases used when interacting with a smart home environment to test the overall accuracy of each speech recognition platform. The five phrases tested were as follows:
· Phrase 1: “Turn on the light”

· Phrase 2: “Turn off the light”

· Phrase 3: “Turn off/on the bedroom light”

· Phrase 4: “Open the door”

· Phrase 5: “What is the status of the security system?”

Phrases one, two and four are basic phrases used to test the rate of recognition of less complex commands containing key command words such as “on”, “off”, or “open” as well as incorporating the intended target such as “door” or “bedroom.” Phrases three is the same except that it is specifying which object in the house to apply the action to (for example, the “bedroom light” instead of just the “light”). Phrase five is unlike the other four phrases in terms of being an inquiry of a status instead of an actual direct command.
     Moreover, the voices that were used in testing were collected via intergraded voice recording applications on smart phones, more specifically iOS and Android devices. These voices recordings were then played back and the said phrase was then determined by Bluemix. After each test was conducted they were then documented in terms of whether the phrase was successfully recognized or not and how many trials until it was successfully recognized (five trials being the max before being labeled unrecognizable) to compute the accuracy of the speech recognition software. 
     In other related experiments conducted by Kira Curry and Morgan Hood, the same process was executed using CMU Sphinx’s Pocketsphinx and Windows Cortana speech recognition software respectively.
B. Calculations

· The Accuracy of Each Phrase
· The total number of phrases recognized / Number of participants
· The Average Number of Trials Per Phrase

· Trials for success + Trials for no success / Number of participants * Number of phrases
· The Average Number of Trials Per Person

· Trials for success + Trials for no success / Number of participants
· The Average Number of Phrases Recognized Per Person

· Number of success total / Number of participants
· The Accuracy Per Phrase

· Number of success per phrase / Number of participants
· The Overall Accuracy of the Speech Recognition Software

· Number of success / Total number of phrases
C. Results
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Figure 2. This graph show the averages of phrases recognized per person, trials per person and trials per phrase of Cortana (Blue), Bluemix (Orange) and Pocketsphinx (Grey).
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 Figure 3. This graph shows the accuracy per phrase of Bluemix in comparison to Cortana and Pocketsphinx.
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 Figure 4. This graph depicts the average accuracy of Bluemix compared with Cortana and Pocketsphinx overall.
V. Analysis

     Ultimately, Bluemix was second in terms of overall accuracy as shown in figure four. Although, there was no significant difference between Windows Cortana and IBM Bluemix in overall accuracy, which is also shown in figure four. Moreover, Bluemix has a clear advantage in terms of being able to be accessed anywhere via IBM cloud computing tactics. As a result, Bluemix is a more valuable option due to its accessibility across any operating system or computer with access to the internet despite its slightly lower recognition accuracy compared to Windows Cortana, which CMU Sphinx’s Pocketsphinx and Windows Cortana cannot offer.
     Of the five phrases, IBM Bluemix scored above Cortana and Pocketsphinx in only one said phrases (Phrase Two; as shown in figure three). Bluemix also tied with Cortana, in terms of accuracy, involving phrase five (as shown in figure three). Although, when comparing the remaining phrases (phrases one, three and four) Cortana consistently outperformed Bluemix and Pocketsphinx was outperformed by both Cortana and Bluemix (shown in figure three).
VI. Conclusion
     In conclusion, the goal of the project was to create a speech recognition application that successfully interfaced with a web-based avatar to enable a conversational interaction between user and their smart environment. The project focused on solutions based off operating system specific speech recognition, cloud speech recognition, as well as an open-source speech recognition solution. Then, from those three solutions, a comparison was made to determine which software solution would be most effective and efficient. Of the three, Cortana was the most accurate but only beat Bluemix by a marginal 2% difference in accuracy and no significant difference in the number of trials it took.
     Therefore, Windows Cortana is the best in terms of overall accuracy and consistency, however, it is limited to only Windows specific technologies and can only be developed for using Visual Studios which requires a Windows based machine. On the other hand, Bluemix is nearly identical in terms of accuracy to Windows Cortana but also offers cloud based computing allowing portability, flexibility and universal operating software use via internet access. Bluemix also supports numerous programming languages that can be easily incorporated into web, mobile and desktop applications. However, to use IBM Bluemix, you must pay for the services based on application size and selected service implementation. Bluemix also does not offer a local only implementation for use. Lastly, CMU Sphinx’s Pocketsphinx is the least accurate but can be implemented at the lowest cost due to its open source nature and its lack of platform dependency. Pocketsphinx also supports several programming languages that can be incorporated into applications.
     Furthermore, future investments to the project would include testing each speech recognition platform in a real-world application instead of a controlled lab environment to eliminate any testing biases. In addition, improvement to the artificial intelligence’s natural language processing engine would be ideal to implement more fluent and natural conversation with the end user instead of only command based interactions. Moreover, incorporating the ability to assess the user’s voice and determine who is using the device as well as incorporating each alias based off that specific user (such as “my bedroom”, “his bedroom”, etc.). 
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