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Abstract—With the dramatic increase of users on social net- User

work websites, the needs to assist users to manage their larg Q New Uploading
number of contacts as well as providing privacy protection

become more and more evident. Unfortunately, limited tools
are available to address such needs and reduce users’ worldd
on managing their social relationships. To tackle this isse, we
propose an approach to facilitate online social network uss to
group their contacts into social circles with common interats.
Further, we leverage the social group practice to automatehe
privacy setting process for users who add new contacts or upad
new data items. We conducted a user study to evaluate the
effectiveness of our solution.

Social Groups

! Recommended
Privacy Settings

I. INTRODUCTION

Social networking sites are proliferating fast with an in-
creasing number of users and increasingly complicate@koci
relationships among users. Micro-managing this large arnou
of personal data has shown to be a very burdensome task
for regular users, as acknowledged by a growing number of
research studies and news articles [1], [4], [9], [12], [1ZR].

It is even more challenging to configure proper privacy sggi four default circles for users: Friends, Family, Acquanues,

for data being shared in social networking sites. Securigfd Following. A user can remove/rename any of the default
unaware users typically follow an open and permissive defagircles or add new circles. For privacy management, users in
policy. As a result, the potential for unwanted informatiofs00gle+ can selectively share information with a specific se
leakage is great. of their circles, all their circles, their extended circlaswith

To tackle the above problems, we introduce an approachtf® public (everyone).
facilitate the users to management their social relatipssh While the idea of social circles is very interesting and
as social groups, and then we leverage the social groygemising, existing social network platforms have not yull
to provide privacy setting recommendation for users. Owexplored the full benefit of this concept and their related
approach builds on the following rationale. As confirmed bgystems are at primitive stage with no or limited support on
the most recent social network platforms, social circles ircle formation and privacy management. As an advance in
modern social networks can act as the foundation of udbis direction, we design a multi-criteria model that takes
management and privacy management. For instance, Facebotk account multiple aspects of users’ profiles, and auto-
provides an optional mechanism that allows users to creat@tically groups each user’'s contacts into social circléh w
custom lists to organize friends and set privacy restmgiocommon characteristics. Users in the same social circtu@r
accordingly. Facebook also recently announced smart listave similar behavior, such as similar education backgtpoun
which automatically group friends who live near by or attendobbies, and similar privacy preferences. Given the obthin
the same school. Similarly, the newly released Google+eseagrouping information, we further propose an approach to

Fig. 1. Policy Recommendation Using Social Groups



recommend privacy policies for newly uploaded data itenaitomatically assign privacy labels to the unlabeled ifen
or newly added contacts. In particular, when a user uploaBabsequently, the same research group [3] introduced eypoli
an object (a data item or a contact), our system looks for thisualization tool which displays privacy settings for use
social group which is most likely to deal with the object i th specific subgroups of friends within social networks. Lildan
similar way as the user, and then the privacy settings adopfeerzi [16] have defined a mathematically sound methodology
by the selected group is considered as the base for preglictior computing users privacy scores in online social network
policies for the new object. Figure 1 gives an overview of ourhe privacy score indicates the users potential risk cabyed
approach. his or her participation in the network. The authors defmiti
Our approach has the ability to identify hidden groups whiobf privacy score satisfies the following intuitive propest the
may play an important role during privacy settings, but mayore sensitive information a user discloses, the highephis
not be identified by users. For example, within a user’s ttierher privacy risk.
list, there may exist a sub-group which includes mainly €los Jones et al. [15] investigate users’ rationales for grogipin
friends with whom the user shares a large amount of data; ifireends, for privacy management purposes, within onlingado
user’s family group, there may be direct family members withetworks. They identify six static criteria for groupingich
whom the user shares family pictures, events (e.g., arsdver evaluate the similarity of these criteria to the output of
notes). Privacy settings are likely to be different in eacttandard clustering techniques of users’ friends. Theirkwo
such hidden sub-group, and hence identifying these sulppgrosupports our notion that standard clustering techniques ca
will help enhance and simplify users’ privacy practices.r Owssist users in placing friends into groups analogous with
approach has been verified in terms of effectiveness viaa upgvacy intentions.
study. Finally, Hu and colleagues [13] have studied data sharing in
The rest of the paper is organized as follows. Section $pcial networks, with emphasis on conflict resolution inecas
discusses related works with respect to social circles aatimultiple party involved, similar to [8].
associated privacy management issues. Section Il intesiu
notations and defines the problem. Section IV presents the Ill. PROBLEM STATEMENT
detailed algorithms for social grouping, followed by Senti  In this section, we introduce notations and definitions
V which leverages the grouping information for policy preadopted in this paper.

diction. Then, Section VI reports experimental resultsaly, Social networks are qualified by a set of users, a set of user
Section VII concludes the paper and outlines future re$eaigrofiles, a set of user contents, and a set of user relatipsishi
directions. A user profile indicates who a user is in the social network,
such as their identity and personal information. User aante
Il. RELATED WORK describes what a user has exposed in the social network,

) ) ) ) ~such as uploaded photos, videos, blogs, and other datat®bjec
~ Work on social networking privacy enhancing technologig§eated through various activities in the social networketJ
is nowadays proliferating. In particular, several receotk8 re|ationships represent user connections with friendsilja
have studied how to automate the task of privacy settings [3bworkers, colleagues, etc.

(5], [6], [10], [18], [20]. Formally, the social network is defined as follows.
Bonneau et al. [5] proposed the concept of privacy suites

for social network sites, based on the idea that most usiﬁgﬁgt'on ;': (nggl N(:'E'twotrlg) A tSNf's ad Iabelgg t%raph
currently stick with default privacy settings. In partiaul ’ I’d>’dw erE h er:jo es the ste 0 n; ei ad & €
they recommend to users a suite of privacy settings tngee edges. kach node represents a userach edger; ;

expert users or other trusted friends have already set,ato lrﬁpresents a relationship between usegsand u;, whereu;

normal users can either directly choose a setfing or o nd u; are uniq.ue idgntifiers of users. Edges are labeled with
need to do minor modification to available settings. Alon e social relationship type that connects the two usere Th

similar lines, Danezis [6] proposed a machine-learninggbtas, beling function® is defined a : Ux U — P(R), wherel/

approach to automatically extract privacy settings frora tH> the S‘?t_Of users registered FO the SN. ahd:.{Rl’ - "R"?}
social context within which the data is produced. Paralbel s the finite set of the possible relationships connectirg th

the work of Danezis, Adu-Oppong et al. [10] develop privacy>c">" A relationshiiy gonngcting users angluj is denoted
settings based on a concept of social Circles which cons (s Ry:uy). The relationshipR; is bidirectional, therefore

of clusters of friends formed by partitioning users friefstd. (- k- 3)=(u;  Riui).

Ravichandran et al. [20] studied how to predict a user pyivac Each usen; € U is represented as a vectgrof; in the
preferences for location-based data (i.e., share heritwcatform of [Py (i), ...., Py ()], where P (i) is u;'s k-th property

or not) based on location and time of day. Fang et al. [1]1 < k& < w). Properties are sorted by time of creation. A
proposed a privacy wizard to help users grant privilegekseat property is represented as a pal; (i) = (pnk (i), pvk(i)),
friends. The wizard asks users to first assign privacy lateelswhere pn, is the property name, angv, is the property
selected friends, and then uses this as input to constructadue. Some properties may have a single unique value, such a
classifier which classifies friends based on their profiled amne’s home town, whereas some properties may have multiple



values, such as the schools attended or hobbies. For a matiement burden opposed on users, the details of which are
valued property, we store multiple pairs correspondinggtthe introduced in Section IV. The second problem is to utilize th
value. For example, a user who enters jogging and swimdentified groups to help users specify best privacy paifoe
ming as his favorite activities will have his property naynela newly uploaded data item or a newly added contact (Section
“favorite_activity” stored as two pairs: (favoritectivity, jog- V).
ging) and (favoriteactivity, swimming).

In our system, we support properties of several types IV. FINDING SOCIAL GROUPS

(PTypes): (1) regular attributes*(,); (2) users’ relation-  ag atorementioned, one of our goals is to alleviate users’
ships PTr.ez); (3) images £Tmage); (4) comments and postsrden on managing their social relationships by autoratific
(PTeomm); (5) privacy preferencesHP); (6) social groups grupning a user’s contacts into social groups with common

(PTmm). We elaborate on each of the property type in thg,aracteristics. One intuitive approach to identify gretp

following: an online community is to group users based on a pre-
« PT,..: denotes attributes that have text or number valuéglected property. For example, if one selects the “hobby”
and are typically used to describe the user. For examp&s, the grouping criteria, social groups of same hobbies will
regular attributes include the user’s name, gender, bitde generated. More specifically, according to the value ef th
date, occupation, affiliation, address, hobbies, educatiproperty “hobby”, users who like “fishing” will be placed
background, etc. in the same group while users who like “hiking” will be
« PT,.;: indicates relationship between the user and his/helaced in another group. Here, the common characteristics
contacts. The name of this property is “Rel”, and its valuleeing considered during the grouping is the arbitrarilgstdd
is in the form ofu;:R:u; as defined in Definition 1. For property. The selection of the grouping property directly
example, if usen,; has a frienduy, u,’'s PT,.; is rep- affects the quality of the grouping whereas the selection is
resented as (“Relationshipti, :friendwus). If useru; has not a trivial task for the user. Moreover, such approach may
more than one friend, a pair of property name and valui@t be able to truly capture the similarity among contacts wi
is created for each af;’s friend. Such representation isrespect to a user. Consider the following example.
for t_he ease of the user grouping introduced in the neXtExampIe 1: Suppose that user has six contactsis, us,
section. _ _ uy, us, ug, anduy. For simplicity of illustration, consider that
. PTimage_: denot_es the image file uploaded _by the USQl,ch user has only three properties.
u;, and is described by two concatenated stringspid, u1: [(education, “PennState”), (hobbies, “swimming”), (relL:friend:2)]
wherepid is the unique identifier of the image. uz! [(education, “PennState”), (hobbies, *hiking"), (rel, Zriend:1)]
+ Py represenis sireaming data, that i, blogs, posts,” [Eu2ier oot (ommes, temn (<, Send ],
comments, and other texts that users post on each other’s;: [education, “UCLA"), (hobbies, “PCgame”), (rel, 5:fried:1)]
profile. The name of this property is “Comment”, and its wue: [(age, 50), (hobbies, “movie”), (rel, 6:family:1)]
value is the text file input by the user. For example, user u7: [(age, 53), (hobbies, “movie”), (rel, 7:family:1)]
u; uploads a blog fil@acation.txt, which is represented  If useru; randomly selects a property (e.g., “hobbies”) as
as (“Comment”, vacation.txt). the grouping criteria, the results will contain five groupsce
« PP: records the privacy policies specified by a useall his contacts have different hobbies. In fact, a more raltu
The name of the property is “Policy”, and the valugrouping could be:
of this property is a privacy policy in the form of Group 1: (u2, ug), they are probably schoolmates of.
(R,objt, cond, priv), whereR refers to the relationship  Group 2: (u4, us), they are other friends of;.
type the policy applies to (i.e., friends)y;jt refers to the  Group 3: (ug, u7), they are probablyu,’s parents.
type of object being protected (i.e., images, text, portion Observe that Group 1 is obtained based on two properties:
of profile), priv is the privilege, andcond is Boolean education and relationship. Group 2 is obtained based on the
expression that defines the constraints under which theationship property, and Group 3 is obtained based on age,
priv is granted. An example privacy policy is giverhobbies and relationship. Such grouping does not rely on a
below, which means Bob is allowed to comments on tHexed property, and it captures the similarity amongs con-
policy owner’s friend photos and blogs at anytime: tacts much better than the one using the pre-selected prpper
Py (Bob, {friend_photos, myblog}, comments, anytime). Further, it may later be used to derive useful informatiolab
e« PT,...: is used to model the social group membershipsers’ privacy preferences in the system.

of a user. The property name is “Group” and the value To achieve the effect of the grouping as discussed in the

IS equa|1I to tEe n?hme of th? grogpjon:r?d by the ‘l‘JFser'h.F%ove example, we need an approach to dynamically detect
fexa:np €, when the us“er anf:“joms- ggrf)u.p. ashiq ‘ouping criteria, i.e., certain combinations of propesti
ista”, a new property (“Group”,“Fashionista”) is inserte

, hus, we propose a modified version of the data mining al-
to Jane’s property vector. gorithm based on the apriori algorithm [2], to extract frequ
Our problem is twofold. The first problem is to automatideatures (i.e., frequent occurring combinations of propsy
group a user’'s contacts into social groups to ease the maha user’s contacts, and then design the algorithm to ciyefu



select features for grouping. In what follows, we first inlnce given two profilesprof;, prof;, the location ofi, j is
how to represent and compare features pertaining to differe = a common feature if there is a property inj profiles
users and then present the detailed grouping algorithm. denoting two locations A and B, respectively, and A and
. . B are in their geographical proximity.

A. Feature Representation and Matching « Hobbies We gccgunf for ttFw)e poss)i/bility of users ex-

The base of the user grouping is the feature mining which  pressing interests in different way. For example a user
aims to identify frequently occurring combinations of prop may indicate “Running” while another one may indi-
erties. However, many of the user properties have a complex cate “Jogging”. To account for the syntactic differences,
and heterogenous structure. In order to conduct an eftectiv. we use the Wordnet classification structure. Precisely,
feature mining, we need a comparison algorithm to determine (Hobby, X), (Hobby,Y) are matches if Y, X share a
the similarity among the various types of properties. hypernym.

The exact list of properties to be compared may be domain, Age We represent age using discrete ranges or categories,
dependent. As a preparation step, we filter out properties e g.[< 18],[28,25].... Two usersi,j have matching age
that do not have significant impact on the users’ privacy if (Age, X) and (Age, Y) and X, Y belong to the same
preferences, such as user names. Considering that usepos  interval.
average about 90 pieces of content per month on populai socia, Privacy. As comparing detailed privacy policies for every
networks [7] and the property vector would likely explode,  pair of users would be time consuming, we convert
we only keep properties that have shown to be relevant for policies into strictness levels using the approach pragose

describing the users’ social capital in online communjtzes in [21]. The strictness level is a quantitative metric that
that are significative descriptives of the users’ socialais. describes how strict a policy is. For example, a policy
Take the Facebook as an example, we consider the following that allows only family member to download images is
properties during the feature extraction: relationsl”cbpation, more restricted than a p0||Cy which allows any Stranger
hobbies, age, and privacy preference. to download the images. The value of the strictness

As for property comparison, a straightforward thought is to  |evel starts from 0. The lower the value, the higher the
employ exact mapping on same type of properties. However, strictness level. The conversion from policies to striste
this is not effective for the purpose of this work, i.e., tptae levels are conducted once and the values of the strictness
similarity among users described by these properties. This |evels are stored along with the policy. After conversion,

is because some of the original properties of the user are e just need to compare the strictness levels of the
not informative when considered individually. For example  corresponding policies during the feature mining.

social contacts are not significant features, when indadigiu
considered, but bear some weight when they are indicativeBf Grouping Users

a significant overlap of users’ social graphs. That is, ifus€ e aim to group a user's contacts into social groups so that
andu; have properties of type relationship{riend:m) and  each such social group shares common values for a certain set

(j:Friend:m), respectively, the common friend represents of properties. To formalize the problem, we first introdue t
an interesting correlation between the two users. Furihero|iowing definitions.

is unlikely that the single common friend would be of any .

significance. The fact that user andu; share many friends is _ Definition 2: (:-group) LetU be the set of all users, and
more relevant. Therefore, in order to provide a better it £ P€ the universe of properties of users’ profilés; {p1, p,
of a specific characteristic (i.e. feature) of a user, we egape --}- Lt ' be a set ofk properties,C ={pi1, piz, ..., Pir},
all the properties of relationship and consider them as agro Wherepi; € . Let G be a subset of users, i.e., G € U.

Similarly, the differences in terms of privacy preference§ 1S @ k-group if users inGG has matching values for each

should be represented as general privacy preferencesyatedeProperty listed inC.
the overall users’ preferences. Example 2: Reconsider the five users in Example 1. Users
After property aggregation, we then conduct the discrdtize,;, u, and us; has two matching properties: education
matching of properties. Below we discuss how different sypeind relationship. ThusG={u1, us, uz} is a 2-group where
of property is considered and matched. C,={"education”, “relationship” }. Usersus andu; has three
« Relationship Two userswu; and u; have a match- properties with matching values, and henGe={ug, u7} is
ing feature for a given relationshiR if the profiles a 3-group whereCy={"age”, “hobbies”, “relationship” }.
profi, prof; include properties: : R : k),(i : R :
k), (i:R:t), ..., (i:R:z) and profileprof; includes(j :
R:K),(i:R:t),...,(i: R:2') whereR = R’ and
k =k, z = 2 for at least30% of the PT,.; of type R
in w; andu;. Definition 3: (Frequent Group). LefF be thek-group with
« Location We measure locations latitudes and longitudéé?mmon properties itt". GG is a frequent-group if the number
distance, and consider two locations to be the same if thefusers inG' is no less than a threshold, i.éG/| > min_sup,
are within a certain geographical proximity. Specificallyjvheremin_sup > 0.

To be of interest, we consider thiegroup with more than
certain number of users, and define such groups as frequent
group in Definition 3.



Example 3: Givenmin_sup = 3, G; in Example 2 is a  To sum up, the final results contain one frequent 2-group,
frequent 2-group sincez| = 3 > min_sup; while Gy is not i.e., G1_», and one frequent 3-groufys_4_s.

a frequent group sinceGs| = 2 < min_sup. In the process of the grouping, each group also maintains

The problem of finding social groups for a user is now summary profile to store the support of each property and
converted into finding all frequent-groups for a user. To the number of each type of data items uploaded by users.
solve the problem, we employ the well-known data mindpon time, if the change of the summary structure is greater
ing algorithm, Aprior algorithm [2] as follows. Recall thatthan certain threshold after several rounds of updateswf ne
Apriori was originally designed to extract frequent patger contacts or new data items, consider the splitting of theigro
from transaction data. The Apriori algorithm takes a set @fs well as merging with other groups with similar features.
transactions as input and produces a list of frequent itehe change of the threshold is determined according to the
sets. In our context, transactions are corresponding tesussupport of features. If the support of the frequent featloss
items are corresponding to user properties, and item sets #re dominant status, the group needs to be reconstructed.
corresponding to sets of properties.

The algorithm is a level-wise iterative search algorithm V. PoLICY PREDICTION

that uses the frequerttcommunities to explore the frequent Thjs phase is to leverage the grouping structure to fatglita
(k +1)-communities. Two frequerk — 1-communities can be \sers to set appropriate privacy preferences. We consider t
joined together to form a candidatecommunity only if their  sparing problems: (1) appropriate privacy settings for w ne
first (k—2) items match and the{f: —1)"" items are different. ¢ontact added by a user;: (2) appropriate privacy settings
This operation is based on the Apriori property: A communityy, 5 given data item being added by the user
cannot be frequent if any of its subsets is not frequent. Thus 14 sojve the problems, the basic idea is to identify the most
the only potential frequent communities of sikeare those gjmjjar data item/contact in existing groups and then auite
that are formulated by joining freque(t — 1)-communities. heir nolicies for the new data item/contact. The intuitiere
Specifically in our case, we first find the set of frequent 35 hat 4 user typically has similar privacy concerns reipayd
group by scanning the users’ profiles, accumulating thesppgjmijar data items (or contacts with similar propertiesdr F
count of each shared property, and collecting the groups Wity s mple  family photos may usually be shared within the
supports no less thamin_sup. Then, we join every pair of 3 mily members; blogs about working progress may usually
frequent 1-groups and keep the non-empty joining resuktNepq shared among colleagues in the same project team.
we join every pair of frequent 2-groups which have at IeastGiVen a useru; who added an object (either a new data
one property in common. Similarly the identified frequent_%tem or a new contact));, the policy prediction algorithm
groups are used to find frequent 3-groups, and so on, until A%, ,cts the following three phases: (1) determine theadiver
more freqpenﬂf-groups can be found. Du”ng_ the process, g ,.ch scope; (2) Locate objects similar to the newly added
a _frequentz-grpup cannpt be u_sed to produge+ 1)-group, objectO;; (3) generate the privacy policy.
this i-group is included in the final results. The first phase aims to narrow the search range from the
Example 4: We consider users in Example 1 to illustrate tt@atire social network to a few social groups that are closely
process of finding frequert-groups. Given thenin_sup=2, related to the user; and may contain objects similar 10;.

we find two frequent 1-groups: Here, we not only consider the user who uploaded the new
G1 = {u1,u2,u3}, C1 = {education} object but also his/her closely related contacts in order to
Gy = {u1, uz,us}, Cy = {rel} generaFeawider yetlstill appropriate basg for policy prtbol.
Gs = {ug,ur}, C3 = {age} In _parpcular, we W!|| consmipr thp souallgroups of users
G4 = {ug,ur}, Cy = {hobbieg satisfying the following condition: if uset; is u;'s contact,

. _ andu; has more tharV contacts in common witl;, where
Gs = {u6,U7}, Cs = {rel} . 0 , .
By joining frequent 1-groups, we obtain frequent 2-groupN is set to 50% of:;’s contacts. The reason to consider groups
as f>(;lllow5' ' Sther than the one pertaining g is two-fold. First, users with
' . many common contacts usually share many things in common
Gi_2 =G4 ﬂ Gy = {ul, Uz, U3}, Cl_g={educatlon, re} y y y g

(e.g., similar hobbies, similar background). More impotig

Gs-4 = G3[1Ga = {us,ur}, C3-4={age, hobbiep one of the grouping criteria is privacy concerns. Second, it
G35 = G3 (1G5 = {ue, ur}, C3_5={age, reﬁ» provides a larger pool of data to facilitate the understagdi
Gi—5 = G4[)G5 = {us, ur}, Cs—s={hobbies, re} of the privacy tendency and hence the privacy prediction can

Next, we join frequent 2-group&; —_, cannot be joined with be more accurate.
any other 2-groups to produce a 3-group, and th&s > IS The second phase is to compare the social groups returned
included in the final result. The joining results of any two dby the first step and selects the one which is most likely
G3-4, G35 and G4 are the same, and hence we just nee@ contain objects similar t@;. The comparison algorithm
to keep one as follows. differs according to the type of the uploaded object. If the
G345 =G3_4(\G3-5 = {ue, ur}, uploaded object is a new contact, the properties of the new
C3_4-5={age, hobbies, rél contact are compared against the social group featureg usin



anytime”. Based on this information, the system generdtes t
following policy for O;.
P,;: (05, {friend_photos,myblog}, comments, anytime).

the distance function defined in Equation 1.

Diff(0:,Gy) = S D(p%, pi)

In Equation 1, the distance between a new contact and thdn case the identified frequent patterns do not contain all
social group is measured as the total difference betwedm eltree components, we sort them in a descending order of the
pair of corresponding properties. The social group with treupport. Then, we select the missing components from the
smallest distance will be selected for the further consitien sorted list to form one complete policy. The policy formed
in the next step. using such combination of frequent patterns will be marked
If the uploaded object); is a data item such as photossince it may not be the most accurate one. while it may give the
or blogs, we will find the social group which contains theiser hints what are the popular actions, conditions thatgoei
largest number of data items similar@y. Specifically, we first used. Also, the final output may contain multiple policies.
check the summary structure of the social groups in the bearc An example of policy prediction using the combination of
range, and sort them in a descending order of the numberfigfquent patterns is given below.
data |tems that have_ the same data typ©gpfThen we start_ Example 6: Suppose that the policies in the Example 5 are
to examine the social group from the top of the sorted I'Sr]hodified as follows:
Given the nature of the data itefy, the corresponding image-
content analysis tool [14] or text analysis tool [19] is izgld
to compute the similarity betwee®; and the data items in the ~£2¢ (Bob, {friend_photos, myblog}, comments,l/1/12-1/1/13).
. - . P3: (Tom, {friend_photos, myblog}, comments, 1/1/12-1/1/13).
examined social group. For each social group, we count thep,: xate {friend_photos, myblog}, comments, anytime).
number of data items which have the similarity score above p.. (j.cx, friend_photos, viewonly, 1/1/12 — 1/1/13).

the average similarity score. Then the social group with the gycjyding the subject, the frequent patterns are:

highest count is returned as the input of the third step. “{friend_photos, myblog, comments”, support = 3.
Finally, the third phase is to analyze the privacy “1/1/12-1/1/13", support = 3.

policies specified by the users in the selected socialthe policy P,; is the result of the combination of these two

group: Recall that.a.pollcy. COI’]SIStS. of four comppqentﬁ;equent patterns.

(R,obj,right, condition). First, we filter out the policies

that do not contain objects similar t0;. In particular, if . ) ) o ) )

O; is a new contactQ;’s properties will be compared with F_|gure 2 outlines th_e policy prediction algorithm. Lines 1—

R's properties. IfO; is a data item,0; will be compared 4 find the set of social groups (denoted $&) related to

with obj in the policy. If the similarity score is lower thanthe useru. Lines 5-10 identify the social group which is

certain threshold, the corresponding policy will not bettier

considered. Then, among the remaining policies, we exectte

the Aprior algorithm on the policy components excluding!gorithm: Policy _Prediction(u, O)
the one that the uploaded object belongs to. That is, t é’uggﬁ gn object uploaded by user

object componentbjt in the policy will be removed from the 5.

(1)

Pj: (Alice, {friend_photos, family_photos, myblog}, download,
anytime).

P,;: (0;, {friend_photos,myblog}, comments, 1/1/12-1/1/13).

For each useu; in social network

pattern mining when the uploaded object is a data itemjthe3s.
component will be removed when the uploaded object is a néw
contact. The mining results contain frequent patterns nodide®-
the combinations of the other three policy components. &hes
frequent patterns will be customized to form complete petic g
as follows. For the pattern that contains all componentsgixc 9.

the one corresponding to the uploaded object, we will add the.

uploaded object to the pattern to form a policy. An exampiet-
P ) P policy p12. For each policyP in BestG

13.
Example 5:Suppose that user; added a new friend;; 14

scenario is given below.

there are 10 policies in the social group returned by thersic

friends as listed below:
P;:(Bob, {friend_photos, myblog}, comments, anytime).
P»:(Alice, {friend_photos, family_photos, myblog},comments,
anytime.
Ps3:(Tom, {friend_photos, myblog}, comments, anytime).
Py:(Kate, {friend_photos, myblog}, comments, anytime).

Ps:(Jack, friend_photos, viewonly, 1/1/2012 — 1/1/2013).

If u; andu; have more than %50 common contacts
SG + SGY SGy,
MinDiff <0
For eachG; in SG
Diff+ Difference(G;, O)
If Diff <MinDiff
BestG— G;
MinDiff «Diff
TranSet- )

If P containsR or obj similar to O
Tran— (P excluding component similar t®)
TranSet TranSet| J Tran

phase. Among the 10 policies, only 5 policies are specified f@? FPset Apriori(Transet)
18.
19.
20.
21.
22.
23.
End Algorithm.

FP3set- frequent patterns with 3 components in FPset

If FP3set is not empty
Find the frequent patterA P in FP3set with highest support
Generate the predicted policy basedroR

Else
Sort patterns in FPset in a descending order of support
Combine patterns in FPset to form the predicted policy

Excluding the subject, the most frequent pattern contginin
three components is:{friend_photos, myblog, comments,

Fig. 2. Policy Prediction Algorithm



most likely to contain the objects similar to the objet TABLE |

uploaded byu, which is denoted afBestG. Lines 11-16 SUMMARY OF SCENARIOS INQUESTIONNAIREPART I
select policies containing objects similar @ and run the
frequent pattern mining algorithm, the Apriori algorithm the
policy components. Finally, lines 17—23 assemble the featju
patterns to form the predicted policy.

No. | Summary of Scenarios |

post a family photo on social network
2 post your own photo which shows you in a public plage
3 post a scenery photo you took on a trip
4 post an interesting image that you found on the Internet
VI|. PERFORMANCESTUDY 5 post a photo about your business meeting
6
7
8

. ost a blog about your weekend activities
We have carried out a user study to collect real-world dgta Bost 2 bk,g about iour hobbies
and evaluate our proposed approach. In what follows, we first post a blog about your view of society issues

introduce the set up of the user study, and then present our 9__| post comments about a movie
findings 10 post a question to ask for help

11 post a note to look for new friends

A. Experimental Settings 12 post news that you found.online
13 post news of your upcoming party

Our user study collects users’ profiles and asks users what| 14 | post an educational video (e.g., change tire)
policies they would have for given scenarios. The collected [ 15 | posta family video
real policies are then used as ground truth to compare with ou
predicted policies. In particular, we recruited 140 undadg- ) ) ] ]
ates from the same undergraduate course at the Pennsylvania (On€ access rule per relationship was obtained), which
State University. There are 62% female and 38% male, and Feproduces, although with some limitations, the rules
the average age is 21 (std. 0.4). The participants were asked USers would put in real-world social networks.
to complete a questionnaire consisting of two parts:
« Questionnaire Part I: This part includes questions that aBk Experimental Results
about users’ demographics and habits in social network-From Questionnaire Part |, we noticed that 96.4% of the
ing sites, such as their interests, privacy settings, typparticipants have an account in a social network site, and
of content typically posted, amount of content. We alstherefore the collected data is representative of actieestis
asked the participants to indicate their top contacts (gocial sites. Regarding the privacy setting configuratdn? %
to 30) within the class wherein we conducted the surveyf the participants have a customized setting which meams th
S0 as to simulate social relationships. setting has been changed by the participants, 38.5% of the
» Questionnaire Part Il: This part introduces 15 distingiarticipants have the default setting configured by theasoci
scenarios as summarized in Table VI-A. The scenariggtwork, and 3.8% of the participants have a strict privacy
cover three types of contents: images (in Scenario 1 $etting, that is, only the participant himself/herself the
5), text (in Scenario 6 to 13), and video (in Scenarioontent.
14 and 15). These scenarios simulate situations wheriTo start the policy prediction, we randomly select 80
the uploaded objects may be associated with differepblicies from the actual policy set as the initial training
levels of privacy concerns. For example, family photogdataset. For our evaluation, we primarily tested the aayura
(Scenario 1) are generally more private than scenesy the predicted policies. We compare each corresponding
photos (Scenario 3). pair of the predicted policy and the actual policy input by
For each scenario, the participants need to answer the fidle participant. We count the number of mismatches in all
lowing questions on privacy preference settings: (1)*"Whihe policy components, and measure the accuracy using the
would you like to share the photo with and for howfollowing error rate function.
long?”; (2)“What permissions would you like to give to N
them?”. To assist the participants to answer the ques- Err(Pyred, Pact) = Al
tions, we provide a set of options reproducing a classic
access control policy of a social networking site. Eacim Equation 2,V.... is the total number of mismatching values
policy has six conditions, related to the access privilege policy P,,.q and Py, andNp, , andNp, , are the total
being granted, e.g., view, re-share, comment, tag, andmber of values in the actual policy and the predicted polic
some additional temporal constraints, wherein particiespectively. Consider the following two example policiés;
pants can choose whether to grant limited or permanemd Pp;.cq:
access. The participant is asked to provide 6 policies P,.;:: (Kate, {photos, videos, viewonly, anytime).
for each scenario, targeting six different demographics Pycq: (Kate, {photos}, commentsanytime).
(e.g., friends, close friends, acquaintances, etc.). Ea®bserve that the predicted poli¢},.., differs from the actual
allowed the participants to indicate the access mode (ejplicy P,.; in two places as highlighted in bold, i.éV,..=2;
view, comment, re-share) and the temporal compondhere are four items (one item per policy component) in
(e.g., indeterminate, temporary). This has allowed us .., i.e., Np,,, = 4. Thus, the error rate is computed as
obtain a ground-truth dataset of over 12,000 access rulesr (P, cq, Puct) = 2/5= 40%.

)

max(Np,.,, Np,...)



TABLE Il
PREDICTION ERRORRATE

(1]

[ Scenario | Error Rate |

1 27.5% [2]
2 21%
3 30%
4 30.4%
5 25.5%
6 24.5% [3]
7 28%
g 21% (4]
9 30%
10 28.5% 5]
11 22.5%
12 25.5%

6
13 3% [6]
14 25%
15 27.5% 7]

(8]

In the experiments, the average error rate for the 12,000
policies obtained from the 15 scenarios is about 24%. Thil
error rates categorized by each scenario are shown in Taﬁ[ﬁ
VI-B. Consider that a couple of mismatches can result inrerro
rate as high as 40% as shown in the example. 25% error rate
from the experimental results means that our policy présfict 1
method is quite accurate.

When taking a further look at the mismatching values, we?]
notice that the following policy conditions gave the higheg s
number of errors as they are missing in the predicted palicie
“Close Friend View”, “Colleague Permanent Access”, an@d?
“Close Friend Comment”. That is, the predicted policy woulgs)
not allow view and comment actions to close friends of the
participant, or permanent access of a content to the calk=ag 16]
of the participant. We argue that even though this is an ,err&r
it may be better to suggest a policy that is more restrictive
than users expectation. In addition, users are always atlow’]
to revise the predicted policies before real use. [18]

VIl. CONCLUSION AND FUTURE WORK [19]

In this paper, we proposed an approach to simplify group
management in social networking sites, so as to help users se
up their privacy policies. Group organization may help gsel’l
set privacy settings on newly added content, or for new users
joining social circles. [21]

We envision several extensions of the current approach.
First, an extensive user-centric study of the proposed-teghp;
nigues may be needed, to help further assess the practical
value of the current solution, and guide the next steps of
our research. Next, we would like to study how to select
minimal features for privacy inference, rather than resort
common features. ldentifying the features influential togmy
decisions would help optimize the algorithm, both with exsp
to accuracy and performance. Finally, we would like to study
possible approaches to help users collectively controtesha
content belonging to group.
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