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TAPL: Standard Template Adaptive Parallel Library;, APL Overview pplications using STAPL

The Standard Template Adaptive Parallel Library (STAPL ) is a « Particle Transport Computation sl T,
framework for parallel C++ code. Its core is a library of ISO _ « Efficient Massively Parallel
Standard C++ components with interfaces similar to the

(sequential) ISO C++ standard library (STL). Ll T RIS
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The goals of STAPL are:

* Ease of use
Shared Object Model provides consistent programming
interface, regardless of a actual system memory configuration
(shared or distributed).
« Efficiency
Application building blocks are based on C++ STL constructs
that are extended and automatically tuned for parallel
execution.
« Portability
ARMI runtime system hides machine specific details and Pthreads OpenMP MPI Native
provides an efficient, uniform communication interface.
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. Base classes implement basic functionality. « Subranges of the pRange are threads in progral

« New pContainers can be derived from Base classes with it ot Data executable tasks . .

extended and optimized functionality. « A task consists of a function * async_rmi, sync_rmi, standard

Easy to use defaults provided for basic users; object and a description of the 3 collective operations (i.e.,
advanced users have the flexibility to specialize and/or datatowhichitis applied broadcast and reduce).
optimize methods. .
Supports multiple logical views of the data. Supports parallel « Transparent execution

- For example, apMatrix can be accessed using a row based execution using various lower level

view or a column based view.

. éiews can be used t_: s:e(ciiypcomair;er (re):lis«:b:«izr. ) fro e [5re | «  Clean expression of protocols such as MPI and
. .ommon views provided (e.g. row, column, blocked, blocl | i .
cyclic fuvaalrix';; Users can build specialized views. ;hread computation as parallel task Pthreads — also, mixed

pVector, pList, pHashMap, pGraph, pMatrix provided. B oraph mode operation.
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