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Augmented Reality (partial lecture)

Immersive Virtual Reality preferred for remote collaboration (augmented reality preferred for co-location)

MagicBook – users can fly inside scene, pop up, body immersed, same as Xbox CPU, AR-VR collaboration, seamless transition b/w real + virtual, users can pick appropriate view, computer becomes invisible, tangible AR interface, natural collaboration

Collaboration: physical object, AR object, immersive virtual space

Handheld display, camera, switch, compass, book, tracking pattern

Scientific Visualization

Disad: limited body input

Browsing interfaces

3D AR interfaces

tanible interfaces

tangible AR

transitional AR

open source library to build – abstract characters ok – human readable patterns

Designing & Evaluating AR Interfaces

Make computer invisible, enhance user experience, augmentation is a tool not a final goal

1) prototype

2) adoption og interaction techniques from other interface metaphors

3) develop new interface metaphors appropriate to medium (VR is here right now)

4) develop formal theoretical models for predicting and modeling user interactions

AR Design Principles

Interface components, physical components, display elements (visual/audio), interaction components

Tangible AR design principles:

Physical controllers for moving virtual content

Suppport for 3d spatial interaction techniques

Time and space multiplexed interaction

Match object affordances

Space vs. Time – multiplexed

Many devices with one function(quicker to use, more intuitive, clutter, tiles interface, toolbox), one device w/ many functions (space efficient, VOMAR interface, mouse)

Design of objects

Affordances

“found” repurposed

existing – already in marketplace

make affordance obvious – visible, feedback, constraints, natural mapping, good cognitive model (Norman’s Design Principles)

Case Study 1: 3D AR Lens – MagicLenses (Xerox) – view workspace region differently from rest – cut away for bones of hand

1. Physical Components – lens handle

2. Display Elements – lens view reveals layers

3. Interaction Metaphor – physically holding lens

Case Study 2: Occlusive Interfaces – an AR interface supporting 2D input – menu selection

1. Physical Components – tracking sheet

2. Display Elements – 1d or 2d virtual menu

3. Interaction Metaphor – find 2D input using occlusion

placing objects on 2D plane

Evaluation

Perception – how is virtual content perceived?  What cues are most important?

Interaction – how can users interact with virtual content, which interaction techniques most efficient?

Collaboration – 

Usability evaluation of AR is open field for phD’s

Central goal of AR is to fool the human perceptual system

Diaply modes – direct view, stereo video, stereo graphics

Multimodal display – different objects w/ different display modes, potential for depth cue conflict

Easy to create sensation of depth

Perceptual user studes – depth/distance studes, object localization, difficulties

Case Study: Wearable Information Space

AR interface audio spatial visual cues, does it aid performance?

Custom built weable

Experimental measures

Objective & Subjective

Likert Scale Questions – how intutive was the interface to use?

Post-experiment survey – how easy was it to find the target?

Head tracking – improved info recall

Subject felt spatialized more enjoyable

Spatial cues? Worked

Formal theoretical models:

Fitt’s Law movement time to index of difficulty – object tracking, tapping tracks

Interaction Study – does FL hold in acquisition task? – 

Kinematic Measures – mvmt time, velocity of wrist, 

Collaboration – remote AR conferencing – move conferencing from desktop to workspace – lego block assembly, animation shows how to put together, texture mapped customter service, she can see through his eyes, transcript to evaluate (words, back chanel, interrupt, etc. with audio only, video only (missing important cues), MR conferencing – much lower, better cues, presence and communication better, peripheral cues – difficult to see everything, remote user distracting, communicaton asymmetries)

Face to face collaboration – urban design logic puzzle with 9 buildings, 5 rules each.  Different task spaces: table vs. computer screen, deictic speech different from projection, no diff b/w deictic from, FTF better

I’ve gotten a better vocabulary and semantic mapping of certain words to what they cover

Deictic expressions

Augmented reality

Visualization – undergraduate projects vs. information visualization

AR comments – biggest limit = lack of peripheral vision -  inteaction natural but difficult to see (in projection could see everything but interaction was tough

Collaboration is party a perceptual task – AR reduces perceptual cues – impacts collab/ tangible AR metaphor enhances ease of interaction

Users felt that AR collab diferent from FtF collab but speech and gesture behaviors in AR similar to FtF than in projection

Design AR that don’t reduce perceptual cues

Areas for further study:

Perception – presence studies – object presence, haptic, visual AR

Interaction – new metaphors: tangible AR, multimodal input

Collaboration – FtF communication studies, hybrid Uis (AR+Projection+Handheld displays)

No one has done UI study looking at speech & gesture in AR – does it make things faster?  Few studies in collab area.  Usability of AR system – many years of conferencing studies.  

DEMOS

AR Lenses, Occlusion basedi interface, invisible trande (AR on a PDA), AR videoconferencing, Natural Feature tracking, AR shadows, cellphone AR, microvision Virtual Retinal Display (VRD)

