
Trends
Computational modeling has grown
exponentially in cognitive sciences in
the past decade.

Model selection most often relies on
evaluating the ability of candidate
models to predict the observed data.

The ability of a candidate model to
generate a behavioral effect of interest
is rarely assessed, but can be used as
an absolute falsification criterion.

Recommended guidelines for model
selection should combine the evalua-
tion of both the predictive and genera-
tive performance of candidate models.
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In the past decade the field of cognitive sciences has seen an exponential
growth in the number of computational modeling studies. Previous work has
indicated why and how candidate models of cognition should be compared by
trading off their ability to predict the observed data as a function of their
complexity. However, the importance of falsifying candidate models in light
of the observed data has been largely underestimated, leading to important
drawbacks and unjustified conclusions. We argue here that the simulation of
candidate models is necessary to falsify models and therefore support the
specific claims about cognitive function made by the vast majority of model-
based studies. We propose practical guidelines for future research that com-
bine model comparison and falsification.

Complementary Roles of Comparison and Falsification in Model Selection
Computational modeling has grown considerably in cognitive sciences in the past decade
(Figure 1A). Computational models of cognition are also becoming increasingly central in
neuroimaging and psychiatry as powerful tools for understanding normal and pathological
brain function [1–5]. The importance of computational models in cognitive sciences and
neurosciences is not surprising; because the core function of the brain is to process information
to guide adaptive behavior, it is particularly useful to formulate cognitive theories in computa-
tional terms [6,7] (Box 1). Similarly to cognitive theories, computational models should be
submitted to a selection process. We argue here that the current practice for model selection
often omits a crucial step: model falsification (see Glossary).

One universally recognized heuristic for theory selection is Occam’s law of parsimony: ‘pluralitas
non est ponenda sine necessitate’ (plurality is never to be posited without necessity). This principle
dictates that among ‘equally good’ explanations of data, the less complex explanation should be
held as true. More formally, a trade-off exists between the complexity of a given model (which
specifically grows with its number of ‘free’ and adjustable parameters) and its goodness-of-fit (the
likelihood of the observed data given the model). Different quantitative criteria (e.g., the Bayesian
information criterion, Bayes factor, and other approximations of the model evidence) have been
proposed to take model parsimony into account when comparing different models. These
criteria are based on the predictive performance of a model, in other words its ability to predict
the observed data [8–11]. We refer to them as relative comparison criteria because they imply no
absolute criterion for model selection or rejection. Following these criteria, the ‘winning’ (or ‘best’)
model is the model with the strongest evidence (i.e., trading off goodness-of-fit with complexity)
compared to rival models [8,12]. Various statistical methods can then be used to test whether
there is significantly stronger evidence in favor of the winning model than rival models.
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Glossary
Generative performance: the ability
of a given model to generate the
data. The generative performance is
evaluated by comparing model
simulations to the actual data. For
this comparison both frequentist and
Bayesian statistics can be used.
Model falsification: showing
through model simulations that a
given model is not able to generate a
specific behavioral effect of interest.
The simulated data should be
generated using the best-fitting
parameter values. Ideally, this ‘model
falsification’ step should include two
related results: (i) the behavioral
phenomenon is not detectable in the
simulated data, and (ii) a significant
difference between observed and
simulated data should be detected.
Statistical tests used in model
falsification could belong to both
Bayesian and frequentist statistical
traditions.
Model generalizability: evaluating
the ability of the best-fitting model
and the best-fitting parameters to
predict the data out-of-sample.
Model parsimony: the opposite of
model complexity, which is classically
indexed by the number of free/
adjustable parameters of a given
model.
Model recovery: a procedure
consisting of generating synthetic
data from a known candidate model
and subsequently verifying the ability
of a relative model comparison
criterion to correctly identify the
model used to generate the synthetic
data.
Predictive performance: the ability
of a given model to predict the data.
Typically the predictive performance
is instantiated by the likelihood of
observing the experimental data
given the model. The predictive
performance of models is used to
calculate various approximations of
the model evidence (e.g., BIC, AIC,
and others).

Box 1. Delineating Computational Modeling Approaches

In cognitive sciences, computational models can be used either as analytical tools for analyzing empirical data or as
instantiations of cognitive hypotheses. In the first case, the typical results consist of comparing model parameters
across conditions or subjects [27], in other words computational models are treated as statistical models, similar to
multiple regressions. In this approach, model comparison is not crucial because the models are not instantiations of
cognitive theories.

As instantiations of cognitive theories, computational models can target different levels of description. Clearly identifying
the target level should precede a model comparison analysis. A key distinction is between aggregate versus mechan-
istic models [9]. Aggregate models aims to describe average behaviors using a synthetic mathematical model, such as
an exponential learning curve [28]. Mechanistic models aim to explain how behaviors are generated, such as the ‘delta
rule’ in reinforcement learning [29]. Because these two types of models do not target the same level of description, there
is no reason to arbitrate between aggregate versus mechanistic models. For example, an aggregate exponential
learning curve could be derived formally from a ‘delta rule’ such that both models are equivalent. The distinction
between aggregate and mechanistic models has been further developed by Marr [6], who proposed three distinct levels
of description. The ‘computational’ level corresponds to the goal of the model. The ‘representational’ or ‘algorithmic’
level corresponds to a computational model formulated in terms of the mathematical operations (algorithms) that
transform inputs into outputs (representations). Finally, the ‘physical’ or ‘implementational’ level corresponds to the
biological implementation of a computational model in the brain (or an artificial device). Again, there is no reason to
arbitrate between models across levels of description. In addition, the comparison of models has different meanings at
the ‘computational’, ‘algorithmic’, and ‘physical’ levels. At the ‘computational’ level, model comparison informs about
the actual task that subjects realize, whereas at the ‘algorithmic’ level model comparison informs about the way subjects
perform this task [30]. Because simulating a model requires an algorithm to be specified, it is essential to clearly mention
whether the model reflects a hypothesis at the computational or algorithmic level.
However, contemporary epistemology recognizes that parsimony is not the heuristic required
for selecting theories. Proposing a new theory requires researchers to report experimental data
that contradict (or ‘falsify’) an existing theory, whereas the new theory is able to account for
these data (along with previous ones) [13,14]. Falsifying a cognitive model relies on showing
that it is unable to account for a specific behavioral (or neural) effect of interest. We propose to
define the inability to account for a specific effect of interest as an absolute rejection criterion
during model selection [15]. The ability of a cognitive model to reproduce (or not) the effect of
interest – which we refer to as its generative performance – needs to be assessed by
simulating the model and comparing the simulated data to the observed data. Various
statistical approaches – both frequentist (e.g., t-tests, analyses of variance) and Bayesian –

can then be used to test whether the simulated and observed effects are different, in which
case the simulated model can be rejected outright irrespective of its comparison to other
models.

Relative comparison criteria are inappropriate for falsifying models because (i) they focus on
relative evidence in favor of the winning model and against rival models, and (ii) they are blind to
the ability of candidate models to produce any specific effect of interest found in the data.

To illustrate the complementary roles of model comparison (based on model fitting) and model
falsification (based on model simulations), we sketch two recent examples taken from the
learning and decision-making literature [16,17].

In the first study, the authors studied the origin of human choice variability in a canonical
decision-making task involving the categorization of sequences of visual stimuli of variable
lengths (Figure 2A) [16]. They compared a standard model in which variability arose from a noisy
response selection process to a new model in which variability arose from errors in the inference
process. In this example, the two models had the same complexity – in other words one
variability parameter located either at the inference or response selection stages. The authors
first assessed the predictive performance of the two models, which provided substantial
evidence in favor of the ‘noisy inference’ model. Then, to determine why the ‘noisy inference’
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Figure 1. The Exponential Increase of Computational Model-Based Cognitive Neuroscience and Current Practice in a Representative Sample. (A)
The curves on the left show the relative frequency of PubMed entries for ‘cognitive’ (in red) and ‘cognitive and computational' (in blue) as a function of the year. Their
frequencies are calculated relative to the number of entries of 2014, which are therefore normalized to 1 for both curves. The bars on the left represent the estimated
annual growth of the best-fitting exponential curve. (B) Survey of recent literature in the authors’ database. ‘Computational modeling’ denotes studies reporting a
computational model-based analysis. ‘Relative model comparison’ denotes studies reporting a model selection step that implies relative model comparison criteria,
such as the Akaike information criterion (AIC), the Bayesian information criterion (BIC) or a similar method. ‘Model simulations’ are studies reporting, at least, the model
simulation of the ‘winning’ model according to relative model comparison. ‘Rival simulation’ includes studies reporting the simulation of the ‘winning’ and rival model(s).
Note that the presence of rival model simulation represents no guarantee that any statistical analysis is subsequently performed to quantitatively assess the ‘similarity’ of
the model simulations to the actual data. Screened studies (n � 300) were published since 2009 in Nature, Science, Nat. Neurosci., Neuron, Proc. Natl. Acad. Sci. USA,
PLOS Biol., and J. Neurosci.
model outperformed the ‘noisy selection’ model, they simulated the predictions of the two
models in terms of choice variability as a function of sequence length. Crucially, the simulations
of the two models diverged qualitatively on this behavioral dimension (Figure 2B): the ‘noisy
selection’ model predicted a constant choice variability, whereas the ‘noisy inference’ model
predicted a linear increase of choice variability as a function of sequence length. The human
data showed the same linear increase of choice variability as the ‘noisy inference’ model, and
differed statistically from the simulations of the ‘noisy selection’ model.

In the second study, the authors studied whether humans learn subjective values in an absolute
or a context-dependent scale during reinforcement learning (i.e., learning by trial-and-error) [17]
(Figure 2C). To do so they devised two experimental conditions corresponding to different
learning contexts: one in which choice options were associated with monetary gains, and the
other with monetary losses. They compared a standard reinforcement learning model, in which
subjective values are learned on an absolute scale, to a new model in which values are learned
in a context-dependent manner. In this example, note that the ‘contextual’ model included an
additional ‘context value’ parameter compared to the ‘absolute’ model. As in the first study, the
authors first assessed the predictive performance of the two models, which provided substan-
tial evidence in favor of the ‘contextual’ model. Crucially, the simulations of the two models
diverged significantly in terms of subjective preference ratings measured after the learning task
(Figure 2D): while the ‘absolute’ model predicted subjective values to grow monotonically with
objective values, the ‘contextual’ model predicted a context-dependent value distortion. The
Trends in Cognitive Sciences, June 2017, Vol. 21, No. 6 427
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Figure 2. Concrete Examples of Model Falsification. (A) Probabilistic inference task: each trial consisted of a sequence of 2–16 stimuli (stim.) drawn from a
generative probability distribution centered on one among two cardinal orientations. (B) Observed (grey dots) and model simulated (colored lines) choice variability in the
probabilistic inference task as a function of the sequence length. (C) Reinforcement learning task: each trial consisted of two stimuli associated with different probabilities
of winning and losing money. (D) Observed (grey dots) and model simulated (colored bars) post-learning preference as a function of the stimulus value.
human data showed the same context-dependent value distortion as the ‘contextual’ model,
and differed statistically from the simulations of the ‘absolute’ model.

These two studies illustrate the different levels of interpretation that can be reached from relative
model comparison alone and from model falsification through model simulations. In contrast to
relative criteria, the comparison of model simulations to the observed data can lead to the
outright rejection of a candidate model independently of the capacity of any other candidate
model to account for a behavioral effect of interest (i.e., an absolute rejection criterion). In both
studies the authors presented two complementary findings: (i) a standard model is falsified by
its inability to reproduce a behavioral effect of interest, and (ii) a new model is proposed based
428 Trends in Cognitive Sciences, June 2017, Vol. 21, No. 6



on its ability to reproduce the same effect. Importantly, note that only the first result is definitive.
Indeed, while future research may potentially reveal other behavioral effects that are not
explained by the ‘noisy inference’ and the ‘contextual’ models, the falsification of the ‘noisy
selection’ and the ‘absolute’ model will still hold.

Model Selection in Cognitive Sciences: Current Practice
Although the use of relative model comparison criteria for selecting models is becoming a
standard practice in computational modeling studies of cognitive functions (e.g., perception,
learning, decision-making), the simulation of candidate models is rarely performed to support
claims about model selection. A survey of several studies recently published in six high-impact
journals in the fields of learning and decision-making (Figure 1B) illustrates the relative lack of
model simulations in the literature. In this sample, most studies undertake computational
cognitive modeling. Among these studies, more than 50% use a relative model comparison
criterion for selecting models. However, fewer than 20% of the remaining studies simulate
models. We showed above that not comparing model simulations is problematic when the
cognitive model is supposed to account for a specific behavioral phenomenon. This issue is
particularly relevant given that (i) parameter and model recovery, as well as out-of-sample
likelihood estimation, are often both omitted, and (ii) without these quality checks one can never
be certain that relative model comparison is not biased in favor of the winning model [18].

Our argument predominantly stands for typical modeling studies that proceed as follows. First,
a task is designed to elicit a detectable behavioral effect of interest for arbitrating between two
(or more) competing hypotheses about a cognitive process. These hypotheses are formulated
in terms of distinct computational models. The eventual aim is to decide which of two
hypothetical models accounts for the behavioral effect of interest. Thus, failing to reproduce
the effect of interest represents the model rejection criterion that falsifies one hypothesis.

Second, one usually determines the model free parameters that maximize the likelihood of the
data given the model (referred to as model fitting). The likelihood is then used to calculate a
relative quality-of-fit criterion (e.g., the Bayesian information criterion) for comparing candidate
models and ultimately identifying a ‘winning’ model. Most studies then omit the simulation of
candidate models, implicitly assuming that this relative model comparison procedure is suffi-
cient to conclude that the winning model provides a better account of the behavioral effect of
interest. This conclusion is not necessarily warranted, however, because the ability to predict
and the ability to generate an effect of interest are not necessary related (simulations are
presented in Box 2).

However, very few model-based studies perform model simulation. These studies overlook the
crucial complementarity between model parsimony and falsification. Whereas relative model
comparison enables the identification of the most likely model among tested candidates, only
model simulation can both provide the causes of the (good or bad) quality-of-fit and inform the
relationship between the model and a behavioral effect of interest. Provided that this relation-
ship is not established by analyzing the model simulations, there are no reasons to accept a
model as an account of this empirical phenomenon. In conclusion, the frequent absence of
model simulations in empirical studies involving computational models (up to 82% in our survey)
leads to a situation in which a sizable fraction of studies incorrectly reject or accept particular
computational theories with no compelling evidence.

When dealing with model comparison and selection, an important issue is to define the model
space, in other words the set of candidate computational models to be compared in a given
study. There is of course no theoretical upper limit to the model space size – even in simple
paradigms. In line with the arguments presented above, increasing the model space size does
Trends in Cognitive Sciences, June 2017, Vol. 21, No. 6 429



not make relative model comparison stronger. However, the arguments presented above allow
us to propose at least a lower limit: the model space must contain (i) at least one model that is
able to, and (ii) one model that cannot produce the effect of interest, when assessed through
model simulation. Finally, the logic of scientific progress is to replace old theories with new ones
as soon as old theories fail to account for new experimental findings [13]. Accordingly, the
model space may include one ‘reference’ model that corresponds to a commonly accepted
hypothesis together with at least one ‘target’ model that corresponds to an alternative
hypothesis and which reproduces the behavioral effect of interest.

Model Selection in Cognitive Sciences: Proposed Guidelines
In this section we propose some basic guidelines for model selection in cognitive science that
consider both model parsimony and model falsification. These guidelines combine both relative
model comparison criteria and model simulations (see [16,19,20] as examples of studies that
include all these steps).
(i) Given a cognitive process of interest, define a task that is intended to challenge different

computational models that describe this process. Specifically, the protocol should be built
to reveal at least one behavioral effect of interest, allowing discrimination between the
different hypothetical models.

(ii) Simulate ex ante the two (or more) competing computational models across a large range
of parameters to ensure that the task allows discrimination between the models: the
models should exhibit distinct behaviors along the cognitive dimension(s) of interest over
(preferentially large) parameter ranges. Concomitantly verify that the relative model com-
parison criteria allow correct recovery of each true generative model of these various
simulated behaviors as the ‘winning model’ (a procedure coined as model or parameter
recovery). Alter the task and return to step 1 or amend the model space as long as the
candidate models fail to pass step 2.

(iii) Run the experiment and collect the data.
(iv) Verify the presence of behavioral effect(s) of interest in the data.
(v) Fit the competing candidate models to the data both to obtain the best-fitting model

parameter values and to identify the most parsimonious model using relative model
comparison criteria. The preferable approach consists in estimating the model likelihood
Box 2. Model Predictions and Simulations Are Not Necessarily Related

Relative model comparison criteria evaluate the ‘predictive performance’ of each candidate model, in other words the
likelihood of observing the data given each model. However, a candidate model can exhibit high predictive performance
but fail to reproduce a behavioral effect of interest through model simulations, in other words it displays poor ‘generative
performance’. This discrepancy is well captured by an analogy to weather forecasts [9]. A reasonable predictive model
follows the hypothesis that ‘tomorrow’s weather will be similar to today’s’. Given the large temporal autocorrelation of
weather conditions, this simplistic model predicts weather above chance. Nonetheless, this model is by no means
informative about the mechanisms governing the weather and is thus unable to simulate its evolution in the absence of
past observations. Unfortunately, such temporal autocorrelation is often present in human behavior, especially across
sequential decisions (previously rewarded choices tend to be repeated even when this strategy is suboptimal [31]). To
illustrate this point, we generated synthetic choice data from a canonical ‘reversal learning’ task in which subjects must
establish which of two symbols is rewarded more frequently when chosen (with probability Prew = 0.8, the other being
rewarded with probability Prew = 0.2). Unknown to the subjects, the more frequently rewarded action reverses after 15
trials, thereby inciting subjects to adapt their choice behavior. The simulated choice data (black lines) was obtained from
a standard ‘Q-learning’ model [32] with a learning rate of 0.1 and whose latent subjective values are corrupted by
additive Gaussian noise with a standard deviation of 0.2. Based on this canonical task and synthetic choice data, we
compared the predictive and generative performance of two assumedly simplistic candidate models of choice behavior
(Figure IA): (i) a win–stay/lose–switch (WS-LS) model (orange lines) which chooses on the basis of the previous outcome:
action1 with probability P if action1 was rewarded on the previous trial or action2 was not rewarded on the previous trial,
and action2 with probability 1 – P otherwise; (ii) a repetition model (green lines) similar to the simplistic weather forecast
model, which chooses solely on the basis of its previous choice: action1 with probability P if action1 was chosen on the
previous trial, and action2 with probability 1 – P otherwise. Fitting the simulated choice data with the two candidate
models through maximum likelihood estimation (MLE) revealed that the repetition model explained the data better than
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the WS-LS model, even though the repetition model is entirely blind to reward history and chooses only on the basis of
its own previous action (Figure IA, left panel). By contrast, simulating both models de novo using their best-fitting
parameters exposed the complete inability of the repetition model to track reward history and reversal (Figure IA, right
panel). This simple example illustrates the extent to which the predictive performance of a model can be dissociated
from its generative performance, and can lead to erroneous conclusions concerning the ability of a model to capture a
behavioral effect of interest.

To further highlight the importance of identifying a behavioral effect of interest for model selection, we consider the
performance of two more sophisticated models in our previous example (Figure IB). In this case, the simulated date were
fitted with a standard Q-learning model (orange lines) and a more sophisticated version of the repetition model, the
‘response history’ model, which bases current choices on a weighted average of recent choices. Whereas the Q-
learning model fits accurately the observed data, both before and after reversal, the repetition history model fails to do
so. However, and surprisingly, relative model comparison indicates that the response history model outperforms the Q-
learning model at predicting the observed data. This discrepancy can be understood by plotting another behavioral
effect – the mutual dependency across successive choices [20]. The observed data show an elevated mutual
dependency as a result of internal corruptive noise, which is not captured at all by the standard Q-learning model.
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Outstanding Questions
How can neural data be used to guide
model selection (e.g., testing model
predictions at the neurobiological
level)?

How can model complexity be
assessed beyond the number of
parameters (e.g., the functional or
architectural complexity of a model)?

How can an adequate model space be
defined?
‘out-of-sample’ because it does not rely on any particular approximation of the model
evidence (i.e., model generalizability) [18].

(vi) Simulate the models ex post with their best-fitting parameter values to verify that, for the
retrieved set of model free parameters [21], only the behavior of the best-fitting model, and
ideally not the rival one(s), can reproduce the behavioral effect of interest.

In practice, computational model-based studies in cognitive sciences fall into two categories.
The first category, ‘data first' [17,22], includes the studies that seek a computational explana-
tion for a previously documented empirical phenomenon of interest. The second category,
‘model first' [23], includes the studies that conduct experiments to discriminate between
competing computational hypotheses. The ‘data-first' category can only involve steps (iv)
to (vi), given that the data precede computational modeling. In the ‘model first' cases, the
computational model itself can provide the key insight to identify the behavioral phenomena of
interest by, for example, aligning the data to events that are not cued by the task, but are
instead predicted by the model [24].

For ‘model-first’ studies, the identification of a falsifiable model prediction can be difficult owing
to multiple interactions among different parameters or small effect sizes on average behavior. In
such cases, the capacity to recover a simulated model (step 2), and the ability of the winning
model to outperform rival models at predicting ‘out-of-sample’ data (step 5), can be sufficient to
guide model selection. In fact, although these approaches do not allow a specific computa-
tional strategy to be linked to a behavioral effect of interest (which remains to be identified), they
nevertheless ensure that model comparison and selection are unbiased [9]. To provide a
concrete example of this type of studies, we consider the case of researchers interested in
determining whether humans preferentially learn from positive compared to negative feedback
[25]. This cognitive question may precede the identification of a precise behavioral effect of this
learning bias. In this case, the main finding is computational in nature, and may not require a
comparison of model simulations to any behavioral effect of interest, once it is established that
the model and its parameters can be accurately recovered from a simulated dataset. Note that
although model falsification (i.e., the comparison between simulated and observed data) may
be skipped in this case, model simulations are still crucial to perform model and parameter
recovery.

Finally, it is worth noting that not all model-based studies require a model selection procedure.
For instance, when a model is used as an analytical tool rather than being investigated as a
computational hypothesis about a cognitive process. Similarly, model selection may not be
necessary when the aim is to simply fit a previously well-documented model to investigate the
variations of parameter values over individuals or conditions. In these cases, studies should
explicitly state the epistemological and methodological status of the model in their analysis plan
(Box 1).

Concluding Remarks
In empirical sciences, model-free approaches directly investigate the natural phenomenon of
interest, whereas model-based approaches investigate abstract (mathematical) representa-
tions of the natural system that are responsible for the empirical phenomenon of interest [26].
The ability to reproduce the empirical phenomenon is therefore crucial to accepting a model as
an accurate description of the underlying natural system. From this perspective, we argued that
relative model comparison results alone should not be viewed as definitive evidence in favor of a
given model explaining any specific phenomenon. In cognitive sciences, in particular, compu-
tational models help us to understand the mechanisms that govern thoughts and behaviors
through the generation of plausible algorithms that reproduce a behavioral effect of interest
[6,7]. In these efforts, computational models are intended not only to predict the observed
behaviors but also to describe the cognitive processes that generate the behavioral effect of
432 Trends in Cognitive Sciences, June 2017, Vol. 21, No. 6



interest. Careful consideration of the recent literature problematically reveals that the ‘genera-
tive performance’ of proposed models has been largely overlooked in favor of their ‘predictive
performance’. The theoretical argumentation and simulations presented here show that current
practice may have led to invalid conclusions (Box 2). The methodological guidelines proposed
here should help to amend the current ‘state of the art’ and increase the explanatory power of
computational modeling in cognitive sciences.
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