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Abstract 
As DNA sequencing becomes more affordable, there is an increased need for time- and cost-
effective means of computing to process and analyze genomic data for research purposes. A 
large, publicly available dataset of anonymized genomic data was analyzed using new and 
existing programs, scaled horizontally with AWS. This approach demonstrates an effective 
means of analysis of big-data without need for a large amount of existing infrastructure. 

Introduction 
With the cost of DNA sequencing becoming more and more affordable (reaching the milestone 
of the $1000 genome), new time- and cost-effective means of computing are needed to analyze 
the wealth of information that has become available.  Within the bioinformatics community, 
there are a variety of file formats and open-source tools being used to store and draw insights 
from genomic data. However, developing pipelines to work with the varied sources of data that 
are available can be a complex endeavor due to subtle differences between files from various 
sources and the lack of established methods for many tasks.  The goal of this project was to 
extract samples from the a large public genomic dataset and process them in such a way as to 
augment an existing data set of the Erlich Lab. Open-source tools, in-house pipelines and the 
cloud computing infrastructure of Amazon Web Services were harnessed to create a reproducible 
series of scripts for this task. 

The 1000 Genomes Project 
The 1000 Genomes Project ran from 2008 until 2015 with the goal of sequencing at least 1000 
individuals to discover and characterize over 95% of genetic variants with an allele frequency of 
1% or higher in multiple major human populations1, 2. The project was completed in a three 
phases plus a pilot phase, with the Phase 3 release containing variants from 2504 individuals 
from 26 populations (these samples will be referred to as the 1KGP-Phase3 samples). A 
supplementary dataset includes 31 additional individuals related to some of the 1KGP-Phase3 
samples (these samples will be referred to as the 1KGP-relatives). Finally, an additional dataset 
from the Phase 3 supporting data included an additional 595 individuals not included in the other 
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2 datasets (these samples will be referred to as the 1KGP-obs samples)3. 

Cloud Computing and Amazon Web Services (AWS) 
Cloud computing involves on-demand IT resources accessed through the internet. Cloud 
computing eliminates the need for up-front investments in infrastructure and hardware as well as 
the need for an individual lab to maintain those resources. Cloud computing allows labs without 
a large amount of existing infrastructure to access the amount of resources needed for a specific 
analysis when it is needed and only pay for the amount of resources used.  Amazon Web Services 
has been offering cloud computing services since 2006. In this project, I utilized Amazon S3 and 
Amazon EC2 for their horizontal scalability in order to process a large amount of data much 
more efficiently4. 

Amazon Simple Storage Service (Amazon S3) provides scalable data storage that allows read/
write access to the data from multiple clients or application threads. It allows for large amounts 
of data to be stored and accessed from multiple computing nodes, while only paying for the 
amount of storage used up to a virtually unlimited number of files5. Amazon Elastic Compute 
Cloud  (Amazon EC2) provides resizable compute capacity in the cloud, allowing new server 
instances to be booted almost immediately so capacity can be scaled6. A specialized environment 
for the analysis of big data can be created using custom applications run on Amazon EC2 and 
scaled according to needs7. 

Methods and Results 
1KGP-Phase3, 1KGP-relatives and 1KGP-obs data were downloaded from the 1000 Genome 
Project in the form of VCF (Variant Call Format) files which store information about a position 
in the genome on each data line8. To speed up future processing steps of the files, all VCF files 
were converted to a binary format, BCF. Using bcftools, individual samples were extracted as 
VCFs and BCFs for 1KGP-Phase3 and 1KGP-relatives9.  The 1KGP-obs data, as downloaded 
from the 1000 Genomes Project, was not phased. The data was converted to Oxford GEN format 
for phasing with ShapeIt (currently in progress)10. 

Much of the genomic data available today, is in the form of 23andMe-like files generated by 
direct-to-consumer testing services. For the samples in this project, simulated 23andMe-like files 
were generated. These files generally include roughly 500,000 SNPs (Single Nucleotide 
Polymorphisms), however the data from the 1000 Genomes Project contained roughly 81 million 
SNPs per sample.  To pick a smaller subset of these 81 million SNPs to include in the 23andMe-
like file, a list of the top 500,000 SNPs most commonly observed in a subset of OpenSNP files 



was regenerated and used in creating the 23andMe-like files.  

The ancestry of each sample was estimated using Dr. Joe Pickrell’s Ancestry program11. The 41 
ancestry categories from this program were mapped back to the five super populations supplied 
by the 1000 Genomes project: AFR (African), AMR (Ad Mixed American), EAS (East Asian), 
EUR (European) and SAS (South Asian). The mapped super populations were compared to the 
(actual) super populations for each sample provided by 1000 Genomes to check the accuracy of 
the Ancestry algorithm and mapping. Over 90% of samples matched the categorization provided 
by the 1000 Genomes Project with the 10% not matching falling into the 1000 Genomes Project 
category of AMR, an interesting result which could warrant a closer look in future work. 

PED files were created including all the samples and IBD (Identical by Descent) analysis was 
conducted using GERMLINE and ERSA12, 13.  Our analysis was able to confirm most of the 
familial relationships between samples stated by the 1000 Genomes Project. 

Finally, the 23andMe-like files for several samples were run through an in-house imputation 
pipeline using IMPUTE214. The approximately 39 million SNPs returned by the imputation 
pipeline were compared to the original 81 million SNPs from the 1000 Genomes Project data to 
confirm the accuracy of the imputation.  The lab plans on updating the pipeline in the near future 
to use a different imputation algorithm and the scripts for this analysis will be useful for 
benchmarking the difference in accuracy between the old and new algorithms. 

Conclusion 
The genomes of 2535 individuals from the 1000 Genomes Project were processed in using 
horizontal scaling with Amazon Web Services and the genomes of 595 additional individuals are 
still in progress of being processed. Genomes for each individual were extracted into individual 
VCF and BCF files. 23andMe-like files were generated for each individual by extracting 500,000 
SNPs at loci commonly included in 23andMe files. Existing algorithms for ancestry detection 
and IBD (Identity by Descent) were run for each individual, confirming the relationships 
between trios (mother, father, child) identified by the 1000 Genomes Project.  Through this 
analysis 9.3 TB of data were generated and stored using Amazon S3. The analysis used roughly 
5,000 hours of Amazon EC2 instances, generally with machines with 16 or 40 CPUs each. This 
analysis demonstrates the use of horizontal scaling and cloud computing for the analysis of large 
quantities of genomic information without the need for maintenance of and investment in large 
amounts of computing infrastructure. 
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